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ABSTRACT 

The iris is a guarded, outwardly visible function that maintains its genomic structure during 

the entire adulthood. It's a worthy choice to be used as a biometric for identifying persons due 

to these characteristics. Each people's iris is distinct. Nevertheless Even fraternal identical twins 

and a person's left and right irises have distinct features. The chances of discovering two persons 

with the same iris patterns are estimated to be one in 1052. As biometric identification systems 

become more common, an attacker's incentive to stage a system compromise grows, as does the 

requirement to assure system security and integrity. 

The Objective is to find the iris template attack in iris template of each user that is being 

stored on the background. A mix of multiple pre-processing and classification algorithms are 

being involved and used to this suggested project such as Eye Detection, Iris Detection, 

Morphological Operations, Edge Detection using Contour and Iris Segmentation. The template 

further undergoes possible Template Attack to create the attacked template image.  

The model is being built using deep learning technique namely Convolutional Neural 

Network (CNN) without max pooling which provides 97.50% Accuracy and CNN with max 

pooling gives 100% Accuracy. In Machine Learning (ML) techniques, logistic regression is 

applied to classify and detect the attacked template from genuine iris template and it gives 90% 

accuracy. 

 

Keywords: CNN, Digital Image Processing, Iris, Iris Attack Detection, Logistic Regression, 

Template Attack. 

 

 

 

 



 

 

 

1. INTRODUCTION 

The chapter 1 consists of a brief discussion about the general introduction to the proposed 

system, the problem statement, motivation and justification and its objectives. 

The iris is a delicate, round structured and a colored part of eye in the human eye that is 

located between the photoreceptors (the cornea and the lens). The pupil is a circular opening that 

is perforated near to the iris's center. The iris' job is to manage the intensity of light that reaches 

the pupil via the sphincter and dilator muscles that control pupil size. Iris patterns will not be 

identical in one-egged twins or future clones of an individual.  

The iris is a unique internal organ since it is adequately protected from environmental 

harm by the eyelid and cornea. The most accurate and quick biometric authentication technology 

available today is Iris Recognition. But, it suffers from various forms of attacks that may affect 

the template in some way or the other. And when the Iris template is compromised, the whole 

biometric system will collapse and there is a high chance of heavy damage for the information 

stored in the system.  

Thus, it is essential to come up with a good solution to this challenge that will secure the 

biometric system's safety and security. The goal is to create a baseline solution to detect iris 

template attack and to classify whether it is a template attack or a genuine iris sample according 

to various performance evaluation metrics discussed in the following sessions.  

 

1.5 PROBLEM STATEMENT 

To identify a template attack in each user's iris template that is saved in the background. 

1.6 OBJECTIVE  

To provide a baseline solution for detecting iris template attacks and classifying whether 

they are attacks or genuine iris samples based on a variety of performance assessment 

parameters.  



 

 

 

1.7 MOTIVATION AND JUSTIFICATION 

It is essential to come up with a good solution to this challenge that will secure the 

biometric system's safety and security. 

Our top aim is to detect the assault before it damages the iris biometric system and 

template. 

To give a baseline answer to the problem, a mix of multiple pre-processing and 

classification algorithms are being developed and used to this suggested project. 

 

SUMMARY 

The current chapter depicts an outline of the proposed project such as its Problem 

Statement, Objective, Motivation and justification, as well as the composite introduction to the 

general biometric system, The Iris and its comparison to other biometric systems. The next 

chapter shows the background study done to develop this project.  

 

 

 

 

 

 

 

 

 



 

 

 

3. METHODOLOGY 

 

The proposed system is a framework created for template attack detection and classification. 

The entire methodology is divided into five modules, namely, image acquisition, image 

preprocessing, template generation, model building using machine learning and deep learning 

and performance evaluation to evaluate the model performance. 

Figure 1 shows the overview of the proposed methodology. 



 

 

Figure 1. Methodology Overview 

 

            The entire methodology is divided into five modules, namely, image acquisition, image 

preprocessing, template generation, model building using machine learning and deep learning 

and performance evaluation to evaluate the performance.  
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3.1 PHASE 1: IMAGE ACQUISITION 

Iris identification starts with isolating the real iris area in a digitized eye picture. The top 

and lower sections of the iris area are generally obscured by the eyelids and eyelashes. The 

imaging quality of ocular pictures determines the success of segmentation. In order to recognize 

the authentic user based on iris patterns, images from the CASIA iris database are utilized as 

input images.  

 

3.2 PHASE 2: IMAGE PRE-PROCESSING 

The preprocessing stage is crucial to generate the template and it also increase the 

performance of an iris pattern attack detection system, because data misrepresented as iris motif 

information would damage the generated biometric templates, leads to poor user recognition. 

Phase 2 is divided into five steps explained in the following Figure 2: 

 

Figure 2: Steps involved in Image Pre-processing 

3.2.1 Eye Detection 

Casia iris images are required for this procedure. The ocular traits will be captured in 

positive photos. The characteristics of eyes’ will then be retrieved from the photos. OpenCV has 

a training approach for detecting eyeballs in images called the Haar Cascade model. One must 

first import OpenCV before loading the relevant XML files. These XML files provide a 

collection of features that will be applied to the image. The eyes are identified using the later 

function detect Multi Scale, which returns a rectangle for the observed eyes. 

 



 

3.2.2 Iris Detection 

This step represents the second process where it is responsible for iris detection. The 

model takes the images detected in the last phase and it ensures that there is an iris inside the 

eyes the image will pass to the next step if it passes this step. It highlights the iris using Hough 

circle based on the specified iris threshold value. 

3.2.3 Morphological Operations 

 Morphological processing refers to a group of indiscriminate operations which 

copes with the shape or morphological of feature representation. Here, Operations such as, 

Thresholding, Opening and Closing are being suggested in this proposed project for better 

feature extraction and classification. 

3.2.4 Edge and Contour Detection  

Edges appear at locations in a picture where the brightness values vary greatly, and as a 

result, they frequently show the edges, or occluding limits, of the objects in the scene. Large 

luminance shifts, on the other hand, might correlate to surface marks on objects.  

Edge detection with contour in computer vision has historically been accomplished by 

using a sequential filter to estimate a first or second component product to convolve the stream. 

3.2.5 Iris Segmentation using Hough Transform 

The Circle Hough Transform (CHT) is a core background subtraction strategy for 

recognising spheres in faulty images in digital image processing. The circles are created by 

"voting" in the Hough parameter space after selecting extreme points in an aggregate array. 

 

3.3 PHASE 3: TEMPLATE GENERATION 

A template-based method may be useful for templates with few characteristics or when 

the majority of the template picture serves as the matching image. The following Figure 3 shows 

the steps involved in the Template generation phase: 
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Figure 3: Steps in Template Generation Phase 

Template-based matching may necessitate a high amount of sampling points, the sample 

size can be reduced by lowering the quality of the searching and pattern images by the same 

factor and doing sample. So, the template is generated for genuine iris image gathered from the 

above mentioned pre-processing techniques and stored it as genuine iris template. The possible 

attack in done in some samples of generate iris template and stored it as attacked iris template.  

3.3.1 Converting Template into an Array Format 

In this step, it’s used to transform an image to a linear array, which is subsequently saved 

as a Data frame. It is accomplished by applying PIL and numpy library. The two csv file is 

generated for both the genuine iris template and attacked iris template. 

 

3.4 PHASE 4: MODEL BUILDING 

In this phase, the model building is done using the csv file gathered from the previous 

phase. The csv file is trained using machine learning model (Logistic Regression) and deep 

learning model (CNN) to classify and detect the iris template attack. 

Logistic Regression 

In the binary classification task, logistic regression is a guided learning approach. It is 

used to calculate or predict the probability of an occurring binary (yes/no) event. This is known 

as binary classification as there are only two potential answers to this question: yes or no. 

The sigmoid function converts the expected values into probabilities. Its value cannot 

exceed tht limit of 0 and 1, and results in an "S"-shaped curve.  



 

CNN 

A Convolutional Neural Network (CNN) is a type of neural network that is used to 

process images. A digital picture is a binary representation of visual data. Our brain examines a 

large amount of info the moment we see a picture. Every neuron seems to have its own receptive 

field, which is linked to other neurons to cover the entire visual field. Each neuron in the human 

vision system can really only react to stimuli in a restricted area known as the receptive field, so 

each neuron in a CNN can only analyse data in its receptive field. Comparatively simple patterns 

(lines, curves, etc.) being recognized first in the layers, followed by more intricate patterns 

(faces, objects, etc.).  

Figure 4. Basic Architecture of CNN 

3.5 PHASE 5: PERFORMANCE EVALUATION 

Performance measurements are used to examine the performance of the machine learning 

model. Any endeavour will necessitate a review of machine learning models or algorithms. A 

number of performance evaluation measures can be employed to put a model to the test. 

The classification here is whether the image is genuine template or attacked template. 

The following are some popular words to be aware of: 

 True positives (TP) are predictions that turn out to be true. 

 False positives (FP) are when a positive outcome is predicted but the outcome is 

really negative. 

 True negatives (TN) are predicted negatives that turn out to be true. 

 False negatives (FN) are predictions that turn out to be true. 



 

Accuracy 

Although this is the most typically used indicator for assessing a model, it is not a 

consistent indicator of its performance. The scenario grows considerably worse when the courses 

are uneven. 

   {1} 

True Positive Rate/Recall/Sensitivity 

Favorable events expressed as a proportion of positive linear events. As a result, the 

portion (TP + FN) represents the collection's total amount of useful cases. 

                {2} 

Specificity 

Critical events expressed as a proportion of total critical incidents. As a 

consequence, the component (TN + FP) represents the collection's total set of negative instances. 

          {3} 

F1 score 

A symmetrical average exists between precision and recall. This component takes into 

account both, thus the higher the F1 score, the better. lowering the numerator lowers the final F1 

score significantly. So, if the anticipated wins are true positives (accuracy), and the model does 

not overlook positives and predicts them as negatives, it scores well enough in the F1 Evaluation 

metrics (recall). 

Using the above-mentioned performance metrics, the applied deep learning model and 

machine learning model is evaluated to compare its performance and conclude the best from it. 

 

 

 



 

 

4. RESULTS AND DISSCUSSION 

Figure 5 explains the iris dataset that contains the iris information of each user. It consists 

of 756 iris images from 108 Individuals grouped into 108 folders. 

PHASE 1: IMAGE ACQUISITION 

 

Figure 5: Sample of CASIA iris dataset 

 

PHASE 2: IMAGE PREPROCESSING 

Figure 6 shows the outcome of cascade classifier that is used to detect the eyes using CASIA 

iris dataset. 

 

Figure 6: Eye Detection using Cascade Classifier 

Figure 7 shows that the specific iris part is detected using Hough circles based on the 

threshold value. 

 

Figure 7: Iris detection using Hough circles 



 

 

Figure 8 explains the morphological operation such as erosion and dilation of iris detected 

gray scale image. 

 

(a) Erosion 

 

(b) Dilation 

Figure 8: Erosion and Dilation in Gary Scale Image 

Figure 9 and 10 explains the contour based edge detection using gray scale image 

 

Figure 9:  Contour based Edge Detection in Gray Scale Image 

 

Figure 10: Outcome of Contour based Edge Detection 

Figure 11 displays the segmented part of the iris using Hough transform. 

 

Figure11: Iris segmentation using Hough Transformation 



 

 

PHASE 3: TEMPLATE GENERATION 

The pre-processed image of user eye is now considered as genuine template. Now, the attack 

is performed in some genuine template by modifying the image. It is considered as attacked 

template. 

Figure 12 shows the attacked template from the genuine template image. 

 

Figure 12: Attacked template from the genuine template image. 

 

 

Figure 13: Both template image into array format 

Figure 14 displays the template information in table format. 

 

Figure 14: Template information in table format 



 

 

PHASE 4: MODEL BUILDING 

In this phase, the template dataset is split in the ratio of 80-20 for train and test data. Figure 

15.1 and 15.2 shows the model accuracy and loss in the CNN model with and without max 

pooling. 

 

Figure 15.1 CNN model accuracy without max pooling 

 

Figure 15.2 CNN model loss without max pooling 

From figure 15.1 and 15.2, it is observed that the CNN model achieves maximum of 97.5% 

accuracy with minimal loss to detect and classify the template attack and genuine attack. 

Figure 16.1 and 16.2 shows the model accuracy and loss while training the CNN model with 

max pooling. 



 

 

Figure 16.1 CNN model accuracy using train data with max pooling 

 

Figure 16.2 CNN model loss using train data with max pooling 

From figure 16.1 and 16.2, it is observed that the CNN model achieves maximum of 100% 

accuracy with minimal loss to detect and classify the template attack and genuine attack with 

max pooling. 

Figure 17.1 shows the confusion matrix and 17.2 shows other evaluation metrics of the LR 

model. 

 

Figure 17.1 Confusion matrix to evaluate LR Model 



 

 

Figure 17.2 Other Metrics to evaluate LR Model 

It is observed that the LR model is able to detect the entire attack template but it fails to 

detect one genuine template and achieves the precision score of 89%. It achieves 90% accuracy 

and 100% recall with 94.11% F1 score. 

PHASE 5: PERFORMANCE EVALUATION 

Figure 18.1 shows the performance evaluation of CNN with and without max pooling 

layer and Figure 18.2 shows the performance evaluation of LR to detect and classify the attack 

template and genuine template. 

 

Figure 18.1: Performance Evaluation of CNN. 

 

Figure 18.2: Performance Evaluation of LR. 



 

 

5. CONCLUSION AND FUTURE SCOPE 

The attack template and genuine template is detected and classified in CASIA iris V1 

dataset. This image dataset successfully pre-processed using pre-processing techniques such as 

eye detection using cascade classifier, iris detection using Hough circle, morphological 

operation, edge contour detection and iris segmentation using Hough transform. This segmented 

image for CASIA iris image is considered as genuine template. The attack is successfully 

performed in genuine template and stored it as attacked template models namely CNN and LR 

are successfully trained using train and test data of both templates. CNN without Max pooling 

provides 97.5% accuracy while CNN with Max Pooling provides 100% accuracy. The Logistic 

Regression Model also provides a better accuracy of 90% with precision score of 88%, Recall 

Score of 100% and F1 score as 94.11%. It is observed that both the model performs better and 

achieves higher accuracy to detect and classify the genuine template and attack template. It is 

concluded that ML technique using LR and DL technique using CNN are explored successfully 

and obtains higher accuracy in detecting and classifying the genuine template and attacked 

template in CASIA iris V1 images.  

In future, other algorithms in DL such as, Self Organizing Maps, Generative Adversarial 

Networks, etc.., can be explored for detecting and classifying the genuine template and attacked 

template using CASIA iris dataset. 
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