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1. INTRODUCTION 

A firewall is a security access management point that controls access to computer networks and ensures 

safe network connectivity. A network firewall is a system or set of systems that uses pre-configured 

rules or filters to regulate access between different networks, an assured network and an unassured 

network.  The outcomes of firewall rules can be audited, verified, and evaluated via monitoring. The 

analysing and classifying the firewall, checks and decides the packets to pass it or not. It can improve 

security purpose even more by allowing based on the required protocols. Firewall rules specifies the 

different types of network traffic which are permitted or not permitted. A firewall rule can be used to 

block the network traffic coming from the public Internet to private computer (inbound) or traffic 

coming from private computer to the public Internet (outbound). A rule can be deployed in both set of 

traffics at the identical time. 

The survey's findings show that network engineering teams are devoting more time and effort to 

firewall maintenance, and that their duties are becoming more difficult. The majority of these chores, 

according to over 45 percent of respondents, are still done by hand. It's challenging to keep up with 

everything since most teams are dealing with a multi-vendor environment with inherent complexity.  

 

1.1 MOTIVATION AND JUSTIFICATION 

In generation of thousands of firewall logs per day, classifying the log files may help to observe the 

files and reduce the risk of threats. Thus, this project has its own space and necessity to be developed. 

 

1.2 PROBLEM STATEMENT 

To analyse and classify the firewall logs in order to handle the traffic during network observance to 

check that each data packet arrives and also to decide whether or not to pass it.  

 

1.3 OBJECTIVE 

To design a methodology to analyse and classify the firewall logs using different machine learning 

classifiers based on the action in their activities to apprehend the logs, and the performance of the 

model is estimated using different metrics. 

 

 

 



2. ABSTRACT 

 

A firewall retains traffic entering and departing the domain it was supposed to protect. Some 

firewalls may provide information about the source and type of traffic entering the 

environment. A firewall's policy must be enhanced with a successful logging capability in order 

to be successful. The logging feature keeps track of how the firewall handles different sorts of 

traffic. Organizations can use the logs to find out things like Source IP addresses and destination 

IP addresses, protocols, and port numbers. Monitoring and analyzing log files can assist IT 

businesses improve the end-user reliability of their systems. Log files may consists of malicious 

texts, strings that tricks the users to hack the information. In generation of number of firewall 

logs per day, classifying the log files may help to observe more efficient, the number of 

unnecessary attributes can be minimized with the help of classification, resulting in a more 

efficient performance. The project title is ‘Classification of firewall log files using supervised  

machine learning methods’, the main intent of this project is to analyze and classify firewall 

logs which may consists of source port, destination port, bytes sent and received, etc., It checks 

that each data packet arrives on both sides of the firewall, it then decides whether or not to pass 

it. Firewalls can improve security even more by allowing quite well control over which system 

functions and processes have access to networking resources. The process starts with data 

collection followed by pre-processing techniques and main features to be selected to build a 

framework using supervised machine learning algorithms. In classification problems, the 

selection of appropriate and relevant dataset features plays a critical role. The feature selection 

approaches to improve the accuracy of classification system using Weka tool. Different 

classification techniques like Support Vector Machine, Naïve Bayes, Logistic Regression and 

K-Nearest Neighbor were adopted and their performance were analyzed. 
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3. METHODOLOGY  

                             

 

 

 

  

 

 

 

 

 

 

 

                                                                                                                

  

 

 

FIG. 3.1 METHODOLOGY OVERVIEW 
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The above figure 3.1 represents the overall flow of the project, The Methodology starts with 

Data Acquisition followed by different pre-processing techniques and main features to be 

selected using feature selection using weka tool filter methods, then to build a framework using 

supervised machine learning algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

4. RESULTS AND DISCUSSION 

4.1 PHASE 1 - DATA ACQUISITION 

The process of acquiring data from relevant sources before it is saved, cleaned, pre-processed, 

and used in other processes is referred to as "data acquisition." It is the process of acquiring 

critical business information, converting it into the proper business form, and loading it into 

the relevant system. 

 

PREVIEW OF A DATASET 

 

FIG. 4.1 DATASET PREVIEW 

The above figure represents the preview of a dataset which includes all the twelve attributes. 

There are 65533 records and 12 features in total. The Class is ‘Action feature’. So, there are 4 

classes in total. They are allow, action, drop and reset-both classes. 

 

 

 

 



 

 

 

4.2 PHASE 2 - DATA PRE-PROCESSING 

Data preparation is a major process in Machine Learning, which improves data integrity and 

makes it easier to extract useful cognizance from the dataset. The first stage in generating a 

analytics paradigm is preparing the data.  

4.2.1 Label Encoding 

The process of converting labels into numeric format so that machineries can read them is 

known as labelling encoding. 

 

FIG. 4.2.1 LABEL ENCODED FOR THE CLASS - ACTION 

The above figure represents that the label has been encoded, for the Action class based on the 

firewall rules the packets decides to pass it or not. 

    

    4.2.2 Train and Test Split 

The training set is a segment of a dataset that is used to train a machine learning model. A test 

set, on the other hand, is a subset of the dataset used to evaluate the machine learning model. 

The ML model uses the test set to predict outcomes. 



 

 

 

FIG. 4.2.2 TRAIN AND TEST SPLIT 

The figure 4.2.2 represents the training and testing data ratio to use for building a model. 

 

       4.2.3 Standardization 

Feature scaling is required by machine learning approaches that determine data distances. 

Standardization is used here. 

 

FIG. 4.2.3 FEATURE SCALING USING STANDARDIZATION 

The above figure represents, Feature scaling using the method - Standardization. 

 



 

 

 

4.2.4 Exploratory Data Analysis 

EDA provides support including, improving data comprehension, recognizing different 

patterns in data and clarifying the problem statement. 

 

FIG. 4.2.4 HEAT MAP FOR ALL FEATURES 

The above figure represents the heat map which all the 12 features involved in the dataset. 

4.3 PHASE 3 - FEATURE SELECTION USING WEKA TOOL (FILTER) 

FEATURE SELECTION USING WEKA TOOL 

WEKA has an automated feature selection tool. There are various techniques present in weka 

tool. From that, Search method and Attribute Evaluator used in this project are: 

 Ranker +InfoGainAttributeEval 

 Ranker +CorrelationAttributeEval 

The Ranker 

Individual evaluations are used to rank attributes. When combined with attribute evaluators, 

it's a strong option (ReliefF, GainRatio, Entropy etc). 

 InfoGainAttributeEval 

Measures the information gain with respect to the class to determine the value of an attribute. 



 

 

 

 

FIG. 4.3.1 FEATURE SELECTION – InfoGainAttributeEval 

The above figure represents the combination of Ranker +InfoGainAttributeEval to select the 

features. 

 CorrelationAttributeEval 

Measures the correlation (Pearson's) between an attribute and the class to determine its value 

to select a best feature. 

 

FIG. 4.3.2 FEATURE SELECTION – CorrelationAttributeEval 

The features Source Port, Destination Port, NAT Source Port, NAT Destination Port, and 

Bytes were chosen as they provided the best accuracy when compared to other features.  



 

 

 

 4.4 PHASE 4 - MODEL BUILDING 

 

FIG. 4.4.1 SVM CLASSIFIER COMPARISON 

The above figure gives the final results of comparison of SVM based on their accuracy, 

precision micro, macro and weighted, f1-score micro, macro and weighted, recall score micro, 

macro and weighted. 

 

FIG. 4.4.2 NAÏVE BAYES CLASSIFIER COMPARISON 

The above figure gives the final results of comparison of Naïve Bayes Classifier based on their 

accuracy, precision micro, macro and weighted, f1-score micro, macro and weighted, recall 

score micro, macro and weighted. 
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FIG. 4.4.3 LOGISTIC REGRESSION CLASSIFIER COMPARISON 

The above figure gives the final results of comparison of Logistic Regression Classifier based 

on their accuracy, precision micro, macro and weighted, f1-score micro, macro and weighted, 

recall score micro, macro and weighted. 

 

FIG. 4.4.4 KNN CLASSIFIER COMPARISON 

The above figure gives the final results of comparison of KNN Classifier based on their 

accuracy, precision micro, macro and weighted, f1-score micro, macro and weighted, recall 

score micro, macro and weighted. 
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PERFORMANCE EVALUATION 

TRAIN ACCURACY COMPARISON 

 

FIG. 4.4.5 TRAIN ACCURACY COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their train accuracy. 

PRECISION ACCURACY MICRO – COMPARISON 

 

FIG. 4.4.6 PRECISION ACCURACY MICRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Precision Micro. 
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PRECISION ACCURACY MACRO – COMPARISON 

 

FIG. 4.4.7 PRECISION ACCURACY MACRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Precision Macro. 

PRECISION ACCURACY WEIGHTED – COMPARISON 

 

FIG. 4.4.8 PRECISION ACCURACY WEIGHTED – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Precision Weigjted. 
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F1 SCORE ACCURACY MICRO – COMPARISON 

 

FIG. 4.4.9 F1 SCORE ACCURACY MICRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their f1 score Micro. 

F1 SCORE ACCURACY MACRO – COMPARISON 

 

FIG. 4.4.10 F1 SCORE ACCURACY MACRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their f1 score Macro. 
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F1 SCORE ACCURACY WEIGHTED – COMPARISON 

 

FIG. 4.4.11 F1 SCORE ACCURACY WEIGHTED – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their f1 score Weighted. 

RECALL SCORE ACCURACY MICRO – COMPARISON 

 

FIG. 4.4.12 RECALL SCORE ACCURACY MICRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Recall score Micro. 
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RECALL SCORE ACCURACY MACRO – COMPARISON 

 

FIG. 4.4.13 RECALL SCORE ACCURACY MACRO – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Recall score Macro. 

RECALL SCORE ACCURACY WEIGHTED – COMPARISON 

 

FIG. 4.4.14 RECALL SCORE ACCURACY WEIGHTED – COMPARISON 

The above figure gives the results of performance evaluation of SVM, Naïve Bayes, Logistic 

Regression and KNN Classifier based on their Recall score Weighted. 
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4.5 PHASE 5 - COMPARITIVE ANALYSIS OF ALGORITHMS  

The Naive Bayes method performed better than the other classification methods such as SVM, 

Logistic Regression and KNN Classifier in the model. With 99.26% accuracy, the Naive Bayes 

classifier was found to have the highest Accuracy value. 

 

 

 

 

 

FIG. 4.5.1 COMPARITIVE ANALYSIS OF ALGORITHMS 

The above figure gives the final results of comparison of different algorithms, based on their 

overall accuracy level. 
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5. CONCLUSION 

The firewall is the most crucial elements of a network, and there should be no contradiction in 

the security policies employed, because to do so would expose the network to security risks. 

So, all the people should be aware of the risks employed in all the components. Here, 

considered only the 5 distinct features: Action (Allow, Deny, Drop, Reset-Both) Source Port, 

Destination Port, NAT Source Port, NAT Destination Port, Bytes. The Naive Bayes method 

performed well. With 99.26% accuracy, the Naive Bayes classifier was found to have the 

highest Accuracy value. Further the model can be developed using other different algorithms 

which can give more accuracy in terms of selected features. 
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