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Abstract. Iridology is the science and practice that helps to learn the health status
through the examination of the structural aspects of an eye. Iris segmentation is an
important phase in Iridology that aids to recognize iris signs and identify aberrant
organ activity. The primary elements of iris segmentation are the detections of the
iris and pupil. However, iris segmentation is greatly impacted by noises and images
with lowquality. Thepropermethod for iris andpupil detection supports improving
the result of iris segmentation in Iridology. This study provides a computer vision-
basedmethod to segment the human eye’s iris and pupil using an alternate method.
The procedure is based on the red channel information of the image with various
image processing operations. Iris images from theUBIRIS.v1. Dataset, whichwas
taken in less restrictive image acquisition conditions, is used in an experiment. This
method gives a unique way for iris segmentation with an accuracy of 97.49%.

Keywords: Canny edge detection · Complementary medicine technique ·
Contour · Iridology · Pupil detection

1 Introduction

The human iris is as distinct as the fingerprint as there are no two irises alike. Hence,
most security agencies use biotechnology or eye-based personal identification as one
of their methods. The eyes can also be used as a health status indicator, according to
Iridology. Reading the features of an eye to assess the health status is known as the study
of Iridology (pronounced as eye-rid-ology), which is an alternative medicine technique
[1]. Early diagnosis is important in the field of the health sector for successful treatments
and longer survival times. Iridology serves as a pre-screeningmethod in themedical field
and helps to reveal the organs’ health status by interpreting the eye’s image through the
advancement of technology.

The Iridologist who handles the Iridology practice on the patient uses the Iridology
chart [2]. The physiology of the body is located on the iridology chart using a unique
code. Many Iridology charts are introduced by many practitioners based on their own
experiences and observations [3]. In these chart makers’ lists, Bernard Jensen’s chart
is popular and internationally acceptable [4] (see Fig. 1). Computer vision is used to
conclude the status of the organs by interpreting the eye based on an Iridology chart.
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Iridology is aided by a variety of image processing algorithms in computer vision, which
show its ability in understanding image better.

The following steps are considered to be effective for iris and pupil detection: 1) To
detect the iris, the simple color channel slicing method is used. 2) The filter is applied
to remove the noise to reduce inaccuracy in the result. 3) The Range function is used to
mask the iris portion andMorphological operations [5] are used tomake the objectsmore
visible. 4) The Circle Hough Transform is used to detect the iris portion. 5) Then the
lower and upper bound range is applied to mask the pupil area. 6) The Auto Canny edge
detection Algorithm generates the edges for detecting the pupil using the most suitable
sigma value. 7) The pupil region is detected by using the Circle Hough Transform
algorithm.

Fig. 1. Dr. Bernard Jensen’s Iridology chart

The structure of this paper is as follows: Sect. 2 discusses an overview of the related
work to this paper. Section 3 describes the experimental methodology for detecting the
iris and pupil. The implementation’s findings are presented in Sect. 4, and the conclusions
are summed up in Sect. 5.

2 Related Work

Many algorithms and methods have been developed and used for human iris and pupil
detection. These include traditional image processing methods, as well as deep learning.

Principal Component Analysis (PCA) was used by L. I. Permatasari et al. [6] to
minimize the size of the feature extraction and to optimize the amount of information
from the selected characteristics from the interior area of the iris. When compared to
the original features, the PCA may miss some information, which is one of its current
drawbacks. R. F. Lestari et al. [7] focused on the diagnosis of liver illness utilizing
the Extended Center Symmetric Local Binary Pattern (XCS-LBP) approach to derive



Red-Channel Based Iris Segmentation for Pupil Detection 233

the feature from the iris and classify the data in addition to the K-Nearest Neighbor
method. However, the cropping process was done manually. M. U. Rehman et al. [8]
proposed the Ensemble learning method based on iris features. The author extracted the
iris features from the Region of Interest (ROI) using Statistical Features, Gray-Level Co-
Occurrence Matrix (GLCM), and Gray-Level Run Length (GLRL) Matrix to estimate
the liver functionality.

UsingNewton’s interpolationmethod, F.Hernandez et al. [9] experimented to predict
the early stages of Alzheimer’s by examining the region of the brain represented by the
structure of an iris. The Hough Transform technique was used in this investigation to find
the iris and pupil, and the afflicted area was enhanced using the Logarithmic Intensity
Transformation. D. C. Adelina et al. [10] suggested the GLCM for feature extraction
and neural network backpropagation for classification to assess iridology and ascertain
the condition of the pancreas organ. For segmenting the iris from the whole image, the
author used the Hough Circle Transform method. However, the CHT failed to detect an
iris portion due to excessive or inadequate light exposure. S. H. Putri et al. [11] developed
a system to diagnose cholesterol by analyzing the Low-Density Lipoprotein (LDL) level.
The researcher used Image processing techniques for preprocessing and a Convolution
neural network for classification. To localize the iris province on the image, the Circle
Hough Transform is used. However, there is a need for some restrictions to isolate the iris
due to the greyish-white colored ring (Cholesterol ring) which is surrounded by the iris
region. Onal M.N. et al. [12] proposed a hybrid method which is incorporating image
processing and deep learning to diagnose diabetes based on iris images. The author
used Daugman’s Integro-Differential Operator (IDO) technique to distinguish the iris
from the rest of the image and to locate the pancreatic region using the Iridology chart
[13]. After segmenting, the entire iris area, the cropped ROI, is categorized by various
deep-learning networks, and performances are assessed separately.

The primary goal of all previous techniques was to identify specific body organ
malfunctions. In this study, the results of an iris detection are evaluated using a standard
grayscale image and a different approach that uses red-channel information of an image.

3 Experimental Methodology

This study tries to provide an alternate method for segmenting the iris. Lately, most
experiments have been made using Near Infrared Images (NIR) as input. Because the
pupil is not stimulated by NIR illumination. Therefore, during image acquisition, pupil
dynamics do not significantly affect the texture of the iris. Moreover, in contrast to the
color irises, the texture of dark-colored irises is more discernible in the Infrared spectrum
[14]. NIR camera help to obtain a clear image of the iris, thus the pupil and iris can be
seen with great contrast in NIR images [15, 16]. As a result, pupil detection in NIR
images is straightforward. However, when compared to NIR images, color images are
noticeably noisier. [17]. Thus, segmenting the iris in color images is not an easy task.

The human iris has various iris colors, patterns, and pigments. In addition, the bright-
ness of the light will dilate or shrink pupil size [18]. Thus, iris recognition will be
impacted by differences in iris structure, iris color, and pupil dilation or contraction. The
study represents a single-color spectrum approach based on the red-channel information
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of an image during iris localization to improve its efficiency. Figure 2 depicts a red
channel-based iris detection workflow.

Fig. 2. Workflow for iris recognition using red-channel image

3.1 Iris Localization

In the human eye, the common feature is pupil color. The pupil color is always dark in the
eye, unlike the iris. Hence, the authors initially try to detect the pupil from the human eye,
though the illumination or an uncontrolled environment will affect the pupil’s darkness.
It will make difficulties in pupil detection. Hence, this study aims to locate the iris of an
eye before detecting the pupil region.

3.1.1 Pre-processing

Color Conversion
With data collected from the UBIRIS.v1 database, the method was evaluated. The

dataset contained RGB-formatted images that could be accessed [19]. So, the Color
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conversion will help to read more details about the input data. The human iris is dif-
ferentiated by its various color. It needs some common color conversion method that is
suitable for research work. Grayscale image conversion is the most popular technique
due to its range of color, and low computation power. Apart from the NIR input image,
in iris recognition most of the authors prefer the grayscale image for iris detection and
pupil detection, to make the complex task simple. The Grayscale image range comes
under three categories; one is black, the second is white, final is a gradient between black
and white. Those ranges will help to detect or separate the required region of the input
image.

In the RGB image, each pixel represents three channels. The color of the pixel is
decided by the combination of red, green, and blue colors. An area that contributes more
red color in the original image produces more brightness in the red channel image, if not
look darker. This applies to the remaining two channels. So, the separated color channel
images will look like the grayscale image, for the reason the pixel of these images has
only one channel like the grayscale image. This study used red channel-based color
images to evaluate and compare the outcomes of iris segmentation with conventional
grayscale images.

Noise Removal
The acquired input data may be affected by the noise. The noise filtering techniques
help to reduce the noise, and the filtered results aid to increase accuracy (see Fig. 3).
The median filter aids to remove the impulse noise from an input image. Therefore, a
median filter is a feasible option for reducing noise from the input image of the human
eye without degrading the sharpness of the image [20].

Fig. 3. a) Input image b) Before noise reduction c) After noise reduction.

3.1.2 Edge Detection

In the eye, the pupil represents the prominent level of black color, and the sclera represents
themajor level ofwhite or bright color. The colored area of the eye is termed as iris. These
distinctions aid in separating an iris from the eye. The inRange function of thresholding
is used to increase the visibility of the iris part. The inRange function detects the region,
based on the pixel values. It returns the number of elements that lies between the given
upper and lower bounds.

The inRange emphasizes the iris portion. To improve this result, the erosion operation
is applied to the result of inRange method. One of the techniques used in morphological
operations is erosion. It will compare the kernel against the matrix of the input image.
If there is a perfect match, it assigns the binary value 1(bright), else assigns the value
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0(black). As a result, the increased black will make the necessary part of an image more
visible and reduce reflection. The final image makes it simpler to see the edges. For
better edge identification erosion operations are used in conjunction with thresholding
operations using the inRange. The edges in the resulting binary image are identified
using the Canny edge detection method. To identify the strong edges in the input image,
the Canny edge detection technique performs the five steps as follows: 1) With the
use of a Gaussian filter, the Canny edge detection technique smooths and eliminates
distortion from the input image to generate strong edge pixels. 2) Identifies the horizontal,
vertical, and diagonal edges in the blurred image by detecting the intensity gradient of
the image. 3) Then it applies the edge thinning technique to find the sharpest changes in
intensity value locations. 4) After applying the non-maximum suppression even though
the resultant image may contain thin edge pixels due to the noise and color variation. To
suppress this weak edge, the Canny algorithm applies the double threshold. 5) Finally
strong edge pixels by using hysteresis are traced.

To do noise reduction, the Canny edge algorithm uses a Gaussian kernel (3x3, 5x5,
7x7, 9x9, etc.) to perform the Convolution technique on the image. The kernel size
depends on the required blur range.

A Gaussian filter kernel size’s equation is,

Gσ = 1

2πσ 2 e
− (x2+y2)

2σ2 (1)

The following equation is used by the Canny edge algorithm to calculate the gradient
value after the image has been smoothed:
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3.1.3 Circle Hough Transform (CHT)

Different kinds of object detection and recognition algorithms are dealt with in image
processing. The iris looks in the shape of an ellipse. Additionally, CHT is the widely
used computer vision algorithm for locating the circle’s center coordinate values [21,
22]. Thus, CHT is the desired method to detect an iris.

To detect the circle, three parameters (a, b, R) are required mathematically. The
circle’s center points are a and b, and its radius is r. It will produce the edges
[(X1,Y1), (X2,Y2), . . . . . . . . . .(Xn,Yn)] using these three parameters around the given
center point. The following three parameters can be used to define a circle:

X = a + Rcos(θ) (4)

Y = b+ Rsin(θ) (5)

This is the principle upon which the Circle Hough Transform (CHT) operates. When
a circle’s center point is uncertain, the radius is taken into account and generates a circle
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on the edge which is given by the Canny edge detection algorithm. The CHT algorithm
moves along the strong edge (x, y) and plots the circles, then compute the coordinates of
the center of all the circles. It considers the high voting feature point from the accumulator
array as the center point of the circle (see Fig. 4).

Fig. 4. Iris identification. a) Input image b) Edges of an image c) Plotting circles along edges
with predefined radius d) Outcome with a high voted center point

3.2 Pupil Detection

Iris detection makes pupil detection simpler.When the iris pigments are dispersed across
the pupil boundary in grayscale images, the threshold value occasionally impacts the iris
area (see Fig. 5). The pupil was therefore identified in this analysis using RGB images.
In comparison to a grayscale image, it produces better outcomes.

Fig. 5. Pupil detection. a) Input image b) Grayscale image c) RGB image

In this method, the binary representation of an image is changed by selecting and
masking the pupil ranges. Then the Morphological closing operation is applied to the
masked regions. The reflection noise in the iris images can be removed through morpho-
logical processing [23]. TheMorphological closingoperationhelps to smoothboundaries
and fill small holes or small black points on objects. Later, the contour method is applied
to the result of the Morphological operation. Then the edge detection using Canny is
then applied to the generated image.

The Canny edge detector finds the sudden intensity change’s edges. It helps to
improve the outcome of the Circle Hough Transform. It can be difficult to determine
the best value for the lower and upper thresholds in the Canny edge detection algorithm
when images are taken in various lighting situations. The auto canny detecting tech-
nique is applied to make it effective. The mean value of the binary images that have been
masked is used along with the sigma value that works best for all the images. Themanual
tweaking that depends on the images is avoided by the auto Canny detector. In order to
find the pupil, the Circle Hough Transform is applied to the images after creating the
edges.
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4 Results and Analysis

4.1 Dataset

Images from the UBIRIS.v1 dataset were used as input to assess its performance. The
UBIRIS.v1 database encompasses a collection of 1877 images that were captured from
241 various populations using a Nikon E5700 camera. The major purpose of this app-
roach is to detect the pupil through iris segmentation. This study analyzes the two
distinct types of input images: 1) Grayscale image and 2) Single color spectrum based
on red-channel information of an image which is suggested by this paper.

4.2 Iris Localization

The results are good for both the standard and red channel images. However, the red
channel-based images still provide the optimum solution. To evaluate the effectiveness of
iris segmentation in both conventional grayscale and red channel images, the dataset’s
input images are chosen at random (see Fig. 6(a)). The results of an iris localization
analysis for the red-channel image and the typical grayscale image are exhibited in
Figs. 6(b) and 6(c), correspondingly.

Fig. 6. Iris detection. a) Input image b) Grayscale image c) Red-channel image

The results of the iris’s segmentation accuracy using grayscale and red-channel
images are shown inTable 1.The imageswith the red channel exhibit the highest accuracy
when compared to grayscale images. Through this experiment, it was determined that
red channel information may more accurately segment the iris than grayscale images.
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Table 1. Accuracy of different methods in detection on the same dataset

Total images Red-channel image Grayscale image

Detected Poor Detection Detected Poor Detection

205
(Controlled
Environment
images)

202 3 140 65

34
(Less controlled
Environment
images)

31 3 27 7

239 233 6 167 72

Accuracy 97.49% 69.87%

4.3 Pupil Detection

The pupil detection is achieved using RGB images. The pupil area is masked using the
minimum and greatest range of pupil intensity values. However, the reflection makes
pupil detection difficult. In order to identify the reflection area, the threshold operation is
used. It is found that the reflection range exceeds 200 after considering the various input
images. The inpaint approach is used to provide a solution to fill the reflection area after
the reflection portion has been identified. However, it creates a watermark in the painted
area. These marks will make edge detection more challenging (see Fig. 7). Therefore,
to solve this issue, Morphological operations are used. As a result, the experiment uses
the Morphological closing operation along with the filling contour method to reduce
reflection.

Fig. 7. Marks after reflection removal

In terms of object detection and segmentation, the contour performs well. It defines
the area of the image that is within the specified intensity range. This concept is utilized
in the filling contour approach for reflection removal. Thus, the contour area is detected
and filled or painted by the bright intensity value. The reflection area and the pupil area
can be integrated, according to this conception. It will help to improve the pupil region’s
detection (see Fig. 8).

The results of the segmented iris images are randomly chosen to test the effectiveness
of pupil detection using the filling contour approach. The outcome of pupil detection
is displayed in Fig. 9. In contrast to a technique without a contour method, the filling
contour method offers the best result.
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Fig. 8. Pupil detection using the filling contour method

Fig. 9. Pupil detection. Top row: Segmented Iris images. Middle row: Output images obtained
by the non-contour method. Bottom row: Output images obtained by the filling contour method

5 Conclusion

This study provides an alternative approach to segmenting the iris and pupil in Iridology.
The input image of the eye is subjected to various types of image processing algorithms
basedon red channel information in order to identify the pupil. Thefilling contourmethod
is applied to minimize the reflection during pupil detection. This study experimented
with color images, which are useful for analyzing visible wavelength images. Thus,
this distinctive and useful method will be advantageous for color images taken with
smartphones. This work also provides a useful analysis of the grayscale images and red
channel images as part of the iris segmentation procedure. In this paper’s experimental
study, only publicly accessible iris images were used. Future research will therefore
concentrate on real-time images with improved versions of various types of algorithms
and classification techniques in an effort to further reduce mistake rates.
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