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Abstract. Emotion recognition is a hot research area in deep learning and com-
puter vision that analyses expressions from both static and dynamic sequences
of facial expressions to reveal human emotional states. In recent decades, deep
learning approaches have been exhibiting a superior performance on image rep-
resentation datasets. However, the convolutional neural network (CNN) requires
a larger number of labeled datasets for training and accurate classification results.
It is always inevitable, whereas unsupervised representation learning models like
autoencoder do not require labeled information for training. Meanwhile, it is diffi-
cult to infer the feature map when the size of the CNN layer is increased. To address
these challenges, this paper introduced a self-supervised deep learning technique
called convolutional sparse autoencoder (CSA) which can learn robust features
from small data with unlabeled facial expression datasets. Moreover, sparsity is
added in the max pooling layer for the feature map which makes the backpropaga-
tion optimizer Adam work efficiently for the CSA training; thus, no complicated
optimizer is not involved. Finally, the trained convolutional sparse encoder part
is combined with the softmax layer for emotion classification. The performance
results demonstrate that the proposed approach achieved 98% of accuracy on the
CK+ dataset and outperforms various state-of-the-art methods.

Keywords: Convolutional sparse autoencoder (CSA) - Convolutional neural
network (CNN) - Deep learning - Emotion recognition (ER) - Representation
learning (RL)

1 Introduction

Emotion recognition has gained popularity over the past decades of its applications [1] in
a variety of fields, including the development of intelligent robots, improved emotional
understanding, monitoring candidates’ expressions during interviews, and so on. Fur-
thermore, it is an essential component of human-robot interaction technology. Humans
find it easy to recognize human emotions, but it is difficult for machines. Numerous
research has been conducted in the literature, and a few emotions are mentioned as
universal expressions that are happy, sad, fear, angry, surprise, and disgust while some
studies added neutral and disgust. Furthermore, many challenges such as illumination,
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pose variation, low resolution, and complex background always have issues with facial
expression recognition performance.

There are different styles of approaches and techniques applied to facial emotion
recognition like other recognition research. The primary function of FER is to map
an expression to the appropriate emotional state. Face detection, pre-processing, feature
extraction, and emotion recognition are the four steps in the conventional FER. Except for
facial images, the face detection method is used to identify the face in images and remove
the background parts. The next pre-processing steps include resizing, cropping, and nor-
malization. Existing works use notable approaches such as histogram-oriented gradients
(HOG), scale-invariant feature transform (SIFT), facial action units, and Gabor wavelet
transform to extract features for the conventional FER system. Moreover, dimension
reduction techniques, such as local binary pattern (LBP), principal component analy-
sis (PCA), and optical flow techniques, also help to extract relevant descriptors from
facial images. Prior to the introduction of deep learning techniques in the FER sys-
tem, those approaches aided in removing irrelevant information from facial images and
improving recognizing ability. Conventional feature extraction approaches, however, are
insufficient for extracting micro-expressions from facial images.

Representation learning is an effective technique for learning high-level feature rep-
resentations from images [4, 6]. Convolutional neural networks (CNN) in deep learning
are typically applied in numerous image recognition and detection processes [7]. The
CNN structure and pooling are important factors in representation learning, and the
convolutional layer is used to learn spatial information from static images. The pooling
layer is used to decrease the dimension of the features and overfitting issues [13]. How-
ever, CNN requires a large number of labeled data when training the model, resulting
in high computational costs. Furthermore, the layer size is increasing while the net-
work is becoming deeper for extracting high-level features, which frequently results in
a vanishing gradient problem.

To address these challenges, this paper introduced the convolutional sparse autoen-
coder (CSA) for emotion classification. The presented method is first trained with an
unsupervised small amount of facial expression dataset, as illustrated in Fig. 3. Follow-
ing that, the trained encoder has been combined with the softmax layer and fine-tuned
for emotion classification. Here, sparsity [11] has been added to each max pooling layer
to enhance and speed up the feature map for efficient feature learning [12]. The out-
come of the experiments demonstrates that the presented method is effective for image
feature extraction using a data-driven approach and achieves robust labeling for facial
expression recognition. This paper’s main contribution is as follows:

1. CSA is proposed for the automatic extraction of features from small amounts of
data while avoiding the uncertainty of the conventional feature selection process.
This technique is effective for dealing with the problem of insufficient data training
caused by labeled facial expression images,

2. With the help of the robust power of convolutional kernels, facial traits are directly
extracted from raw images. Moreover, this method reduced the size of parameters
and overfitting issues compared to the conventional approach, and

3. Any type of image dataset and associated application domains can be extracted using
the unsupervised data-driven approach.
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The structure of the paper is as follows: Sect. 2 describes the already existing works
based on convolutional neural networks and autoencoder on the FER system. Section 3
explains the proposed approach step by step. Section 4 discusses the results and analyses
of the proposed network on CK+ datasets. Finally, Sect. 5 summarizes the overall CSA
work.

2 Background and Related Works

During recent decades, deep learning techniques, particularly in FER, have excelled
at automatic image recognition and detection tasks [4, 17]. The conventional method
extracts feature from facial images before classifying emotions based on feature values.
Through the evaluation of the FER system, various machine learning methods (K-nearest
neighbor, Support vector machine, neural network, principal component analysis, local
binary pattern, and linear discriminant analysis) are initially employed. Such techniques
have the limitation of extracting features from front views of facial images for FER
evaluation. Deep learning techniques based on FER tasks, on the other hand, combine
feature selection and emotion classification processes. Numerous studies have reviewed
and compared [4-7], and the recent unsupervised learning-based FER is also included
[14, 16]. The techniques used in eminent FER methods are briefly described in the studies
that follow.

Zhao et al. [4] have proposed the convolutional neural network-based FER system
and fine-tuned it with the VGG network. This network has been trained with different
sizes of convolutional filters and dropout values to generalize the network. The authors
have achieved the performance of this network at 99.33% on CK+, 87.65% on MUG, and
93.33% on RaFD datasets. Mollahosseini et al. [5] introduced deep learning-based archi-
tecture to address the issues in FER on different datasets. Two convolutional networks and
a pooling layer were used to create this network, which was then followed by inception
layers that increased the depth and width of the network during keeping the computing
cost stable. It is a single-network architecture that accepts facial images as input and cat-
egorizes them based on one of six primary emotions. These experiments were conducted
on CK+, DISFA, FERA, SFEW, MultiPIE, MMI, and FER 2013. Minaee et al. [7] pro-
posed a deep network for improving the accuracy of multiple datasets, including FERG,
JAFFE, FER-2013, and CK+, based on an attentional convolutional neural network that
focused on important features of facial images. This network has achieved some extent
performance compared to conventional FER techniques. Jaiswal et al. [6] demonstrated
emotion recognition using a convolutional neural network that combines two network
features to classify emotions. It has been tested on two different datasets with 70.14%
accuracy on FER-2013, and 98.65% on JAFFE. Akhand et al. [8] have introduced a deep
convolutional network (DCN) through transfer learning (TL) techniques and fine-tuned
it with facial expression data. The limitation of the conventional CNN network on the
facial image is features extracted from the frontal view of high-resolution images. For
this experiment, the authors include eight different pre-trained networks (ResNet-18,
ResNet-34, ResNet-50, ResNet-152, Inception-v3, VGG-16, VGG-19, and DenseNet-
161) for improving the accuracy of the FER system. This method experimented on
JAFFE and KDFE datasets and achieved 96.51%, and 99.52% respectively.

Unsupervised artificial neural network-based autoencoders is widely used in sev-
eral real-world applications like anomaly detection, data compression, image denoising,
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segmentation, and classification in recent decades [16]. Zeng et al. [14] used a deep
sparse autoencoder to learn robust features from unlabeled facial image data to rec-
ognize facial expressions with high accuracy. Facial features were extracted using both
geometric and appearance features instead of extracting features from raw facial images.
This technique helped to identify the relevant features. These experimental results show
95.79% accuracy was achieved on CK+ datasets. Liu et al. [15] proposed a stacked sparse
autoencoder that uses an optical flow method combined with a deep neural network to
reduce the influence of the same expression on different facial expressions. Finally, a
softmax layer had been added on top of the layer for emotion classification. This work
has experimented on CK+ datasets and achieved 92.3% accuracy. Usman et al.[16] have
introduced emotion recognition using deep sparse autoencoder for feature selection and
dimensional reduction for facial expression recognition on multiple hidden layers. The
authors showed that the stacked autoencoder extracted more relevant features from facial
images compared to the conventional approach and achieved 99.60% accuracy on CK+
datasets. The dense network is used in the works mentioned above to recognize facial
emotions. Zhang [21] has compared the performance of simple autoencoder and convo-
lutional autoencoder for image pre-processing. The results show that the convolutional
autoencoder gives better performance on the image dataset.

3 Convolutional Sparse Autoencoder for Emotion Recognition

The proposed emotion recognition framework uses a convolutional sparse autoencoder
(CSA) to extract the latent representation for each class from facial images and a softmax
layer to perform classification. This methodology is divided into the following steps:
pre-processing, convolutional sparse autoencoder, and emotions classification. Figure 1
shows the proposed network architecture.

Face Detection

CK+ ==3 ==
Dataset J Pre-Processing

\'}c;fa:lon;s g i3 1. Resize
Algorithm > 2. Shuffle
3. Normalization

1. Accuracy
2. Precision
3.Recall

4.Fl-score
S. PSNR

Fig. 1. Overview of the proposed architecture
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3.1 Pre-processing

Pre-processing is a critical stage in image processing that is used to improve the rele-
vant features for subsequent steps. The first process of a conventional FER system is
face detection which is used to identify and locate the face in images. For facial emo-
tion recognition, the facial part is more sufficient than other parts of features in facial
images. For this purpose, a real-time viola-jones face [9] detection algorithm has been
employed in this research study to detect the face from raw images (See Fig. 2). This
algorithm consists of four parts, namely, haar features, integral images, Adaboost algo-
rithm, and cascade classifiers. Firstly, Haar features consist of black and white regions
which produce a single value by the sum of the light regions subtracted by the sum
of the black regions. It is used to extract useful information such as edges, and diago-
nal and straight lines for identifying the human face. Next integral images are used to
seed up the haar rectangle feature calculation process. Third, the AdaBoost algorithm is
used to build a strong classifier among all available features. Finally, the cascade clas-
sifier removed the unnecessary part from facial images except for the facial region. In
addition, the detected face has cropped into 48 x 48 pixels whose intensity values have
been normalized between 0—1 for reducing the computation time complexity in a neural
network.

£
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Face Detection Cropped Face

/
’

Fig. 2. Face detection process

3.2 Convolutional Sparse Autoencoder

A supervised method is a data-driven feature learning method that updates connec-
tion weights through forward and backward training processes. Unsupervised learning
directly receives unlabeled input data and learns more relevant features compared to the
supervised method. This method significantly reduced the workload for labeling data.
Figure 3 shows the overall structure of the proposed method.

In this paper, the unsupervised autoencoder [3], which is made up of three parts:
encoder, latent space (code), and decoder, effectively recognizes facial expressions. The
autoencoder is primarily used for dimensionality reduction, image denoising, and feature
extraction. It gives an output that is the same as the input data and compares its original
data. After many iterations, the cost function reaches optimality, which means that the
reconstructed output is as close to the input data as possible. The encoder converts
the input data into code of the hidden layer by code(c) = f(w.x + b), where f is
an activation function, w is a weight x is an input value and b is a bias. The decoder
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reconstructs the output from code of the hidden layer by x’ = f'(w’.c + ), and calculate
the mean squared values between input and reconstructed output using the cost function
cost =miny 1 |x' — x|2.

A convolutional autoencoder [2, 18] is a variational of a convolutional neural network
that is used for retaining the connected information between pixels of images. The layers
in the CNN network help to extract the relevant features and find patterns without human
intervention. The process of converting the feature maps input to output is known as a
convolutional encoder, and the output is reconstructed using the inverse convolutional
operation, which is known as a convolutional decoder. Moreover, the reconstruction
error of the convolutional encoder and decoder can be calculated in the same way as the
standard autoencoder.
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/ Conv + Max Pooling Deconv + Upsample
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[ |
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Fig. 3. Proposed convolutional sparse autoencoder (CSA)

The number of convolutional layers, pooling layer, ReLU activation function, neuron
size, sparsity, and filter size are the main components of a convolutional sparse autoen-
coder. The proposed model consists of four convolution blocks of the encoder and three
deconvolution blocks of the decoder, each with a convolutional layer and filter size (3 x
3), followed by batch normalization, which is used to generalize the network learning
process. After each block, the max pooling (a kernel size 2 x 2) layer with sparsity [12]
is used to downsample the feature map of the convolutional encoder. Here, the sparsity
helps to highlight the more relevant features for learning. In the convolutional decoder,
the convolutional layer, activation function, and batch normalization are also included.
After the two convolutional blocks, upsampling layers (kernel size 2 x 2) are used.

First, the input facial image is encoded each time with pixels patch x;, i = 1,2...x,
and multiplied with neuron weightsw;, where j is used for convolutional calculation.
Finally, the output layer o;; is calculated aso;; = f(wj.x; + b). Then, output from
the convolutional decoder is defined asx’; = f’(w'j.0;; + b'). Finally, reconstructed
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error is calculated asCSA = I% Zf;l lxi — x';|l, where p is reconstruction operation of
convolutional kernel size with d x d, where d < pixels.

3.3 Emotion Classification

In the classification part, the last convolutional layer in the encoder part has flattened
into a feature vector and fed into a dense layer. A flattened layer is followed by a
dense layer containing 128 neurons and a ReLU activation function. For more than one
emotion classification, the softmax layer has added the top of the convolutional encoder.
In the training process, the encoder has been fine-tuned by a softmax layer with a labeled
facial expression dataset after the training of convolution sparse autoencoder. It has been
trained with 100 epoch 32 batch size and Adam optimizer with 0.001 learning rate. In
addition, categorical cross entropy is used as a loss function for calculating the training
and validation accuracy of the presented model performance.

4 Experimental Results and Discussion

4.1 Datasets

For this research study, the CK+ [25] database is used for CSA performance evaluation.
This dataset, which was released in 2010, is an expanded version of the Cohn-Kanade
(CK), one of the most widely used benchmark datasets for evaluating the FER algorithm.
The CK+ dataset contains 593 video sequences from 123 subjects at 30 frames per second
and 640 x 490 pixels in resolution, which includes eight basic facial expressions such
as 276 happy, 180 anger, 112 sad, 332 surprises, 72 contempt, 236 disgust, 100 fear and
327 neutral used for this evaluation. The length of each video sequence ranges from 10
to 60 frames.

In addition, the proposed approach has been designed using Keras and TensorFlow
backend. The hold-out cross-validation method is used in this study, with 80% of the
facial images used for training and the remaining 20% used for testing.

4.2 Evaluation Metrics

The following metrics are used in this experiment to assess the performance of the
presented network emotion classification. FN stands for False Negative, TP stands for
True Positive, FP stands for False Positive, and TN stands for True. To summarize the
performance of the classification algorithm is called a confusion matrix from which
values of performance are calculated individually.

| TP + FN 0
ccuracy =
Y= TPTIN +FP 1 FN

Accuracy is the proportion of correctly classified instances to the total number of
instances. It can judge positive as positive and negative as negative.
TP

Recall | Sensitivity = TP+ FN 2)
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Recall refers to the predicted positive cases from the total positive cases.

. TP
Precision = —— 3)
TP + FP
Precision refers to the number of positive predictions in the positive example

classified by the detection system.

2TP
Fl—Score = ————«———— 4)
2TP + FP + FN
F1-Score is a harmonic mean of combining the values of precision and recall.
Max12
PSNR = 101 5
O810701SE ©)

The MSE is used to calculate the autoencoder’s reconstruction loss, whereas the
peak signal-to-noise ratio (PSNR) is used to compare the quality of the original and
compressed reconstructed images.

4.3 Experimental Results

This section presents the proposed network performance on test data and compares it
with existing works. This network consists of four convolutional blocks of the encoder
and three deconvolutional blocks of the decoder. The sparsity parameter is set to le—5.
Initially, convolutional sparse autoencoder trained with 100 epochs, 32 batch size and
Adam optimizer with learning rate 0.001. Figure 4. Shows the loss and reconstruction
performances of CSA. The training loss for the proposed network is 0.0228, and the
validation loss is 0.0428. Furthermore, MSE and PSNR are two more commonly used
metrics. MSE’s limitation is that it is highly dependent on image intensity scaling.
PSNR prevents these issues by scaling the MSE according to the image range, and
the reconstructed facial expression images achieved 70.06 dB PSNR in the presented
network.

Train and val loss of CSA

— Tain

08 wl

06

04

02

00

(@) (b)

Fig. 4. (a) Loss evaluation of CSA (b) Sample test image, the first row shows the original images,
and the second row shows the reconstructed images
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Fig. 5. (a) Training and validation loss of CSA (b) Training validation accuracy of CSA

After training the entire network, the final convolutional encoder layer is flattened
into a feature vector and fed into the dense layer. Then, on top of the convolution encoder,
a softmax layer with four convolution blocks is added. This network is trained using 70
epochs, 32 batch sizes, and the Adam optimizer with a learning rate of 0.001. Figure 5.
Depicts CSA’s training and testing performance. The training loss and accuracy, and
validation loss and accuracy have been recorded in every epoch. Initially, the loss value
is gradually increased due to the random initialization of weights. After the 30™ epoch,
validation loss decreased step by step and reached a minimum loss of about 0.0726. In
the process of backpropagation, the encoding weights of each layer can be improved
further for the ability of feature extraction. In Fig. 5. (b), initially, the network starts with
higher fluctuations due to imbalanced facial expression images, after the optimizer Adam
helped to generalize the network training. Finally, on the CK+ dataset, the presented
model achieved 0.98% accuracy, 0.96% precision, 0.98% recall, and 0.97% f1-score.
Furthermore, the accuracy of the seven classes is depicted in Fig. 6. The distinct features
surrounding the eyes, lips, and nose of the region helped contempt, disgust, happy, and
sad reach a greater performance accuracy of 100% among the seven expressions from
this depiction. Here anger, fear, and surprise are slightly misclassified as contempt with
0.04%, 0.1%, 0.02% respectively. In general, facial expressions are readily mistaken
due to their similar shape and look as well as their distinct variations within the same
expression. In addition, table demonstrates how the suggested approach outperforms the
other five FER algorithms, as can be observed. The reason for choosing these methods
tested on the same CK+ datasets with outstating different approach and performances.
From this comparison, convolutional sparse autoencoder discriminate different features
and reduce the high dimension features, which also acts as robust facial feature classifier.

Visualizing the information captured behind the CNN network is highly important
for evaluating the performance of the model. For this Grad-CAM technique is used
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Fig. 6. Confusion matrix of 7 class facial expression recognition on CK+ dataset

here to differentiate between and capture facial emotions. Figure 7 shows the Grad-
CAM visualization. The presented model focuses on important aspects of the image,
i.e., lips, eyes, and eyebrows which help to distinguish the different emotions. Fur-
thermore, Table 1 shows the proposed method recognition accuracy compared with
state-art-of-the techniques results on each expression. The proposed method results are
relatively high and reasonable on each facial expression.

g

‘- | N |

Fig. 7. Grad-CAM visualization [24] of sample emotion
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Table 1. Performance evaluation of CSA versus other FER techniques

% [19] [20] [21] [22] [23] Proposed
(CSA)

Anger 100 82.50 87.1 87.8 87.00 96.00
Contempt 83.34 - - - - 100
Disgust 91.52 97.50 90.20 93.33 83.00 100

Fear 88.00 95.00 92.00 94.33 89.00 90.00
Happy 100 100 98.07 94.20 90.00 100
Sadness 85.51 92.50 91.47 96.42 84.00 100
Surprise 95.18 92.50 100 98.46 90.00 98.00
Average 91.94 93.33 93.14 94.09 87.16 98.00

5 Conclusion

A convolutional sparse autoencoder has been proposed in this paper to recognize emo-
tions from facial expressions. This model is fully automated without the need for manual
feature extraction. This autoencoder’s primary goal is to reduce the issues of overfitting
and the large amount of labeled data needed in the conventional FER method. Initially, it
has been trained with unsupervised facial expressions. After that convolutional encoder
part is trained and fine-tuned by the labeled facial expression dataset. The softmax layer
is used to classify each emotion according to features learned by the encoder. Different
learning rates, epochs, and batch sizes have been tried on this CSA for getting better con-
figuration hyperparameters. Finally, the proposed model achieved 98% accuracy with
a 0.0726 validation loss. Furthermore, this approach has been validated with precision,
recall, F1-score, and PSNR metrics. Additionally, this experimental finding has been
analyzed with existing state-of-the-art techniques. In the future, for emotion recogni-
tion, the physiological signal will be combined with facial expressions to handle the
challenges of the real-world environment.
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